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from Uneven T|m,,.i?‘? Serles
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Problem with Astronomical Data

Gaps!

In order to extract fractal dir ;r:"""ﬁSlons from
astronomlcal data more szt/ud+es on gap analysis

syste m/) / :
of gaps\o neeorrelation dimension were observed.



Lorenz System & Rossler System







An Engineering Hat...




Astronomical Data

Astronomical data only has one dimensional data with time;
Intensity as a function oftlme'
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Basic Flow of Data Analysis

Delay Time Embedding ~

One well used way to find the value of 7 is using 1/e criteria



Basic Flow of Data Analysis

Delay Time Embedding ~

Attractor Reconstruction with exp(-t/tau) Criteria
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Basic Flow of Data Analysis

Delay Time Embedding ~

Attractor Reconstruction with exp(-3t/2tau) Criteria
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asic Flow of Data Analysis

Delay Time Embedding_,_:f_i; 7

Attractor Reconstruction with exp(-5t/3tau) Criteria
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Basic Flow of Data Analysis

Delay Time Embedding ~

Attractor Reconstruction with exp(-5t/2tau) Criteria
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Basic Flow of Data Analysis

Correlation Dimension

Number of points as a function of the radius of a sphere.
Non integer values of correlation dimension indicate fractal geometry.



Basic Flow of Data Analysis

Delay Time Embedding & Correlation Dimension

Correlation Dimension vs Tau (Lorenz Attractor)

As expected, choice of tau does not affect values of correlation dimension significantly.
However, exp(-5t/27) criteria yielded the best estimation value in this case. It was the case for
the Rossler system as well, so exp(-5t/27) criteria was used to the following gap analysis.






Introducing Gaps

;"; f‘ = George et al. (2014, 2015)

Gap mdthééﬁd distributions follow two independent Gaussian
distributions. The mean value of gap widths (w-mean) and the
mean value of data point distribution (d-mean) are the two
parameters controlling gaps. No interpolation was used.



Introducing Gaps

Two cases were considered in this study/

1. Fixed Duration of Sampling Tlm

With the ﬁxed duration of sampl/giu:ne the number of data points

time increasesias the number and width of gaps increase.



1. Fixed Duration of Sampling Time

Lorenz Attractor Reconstruction (Without Gaps)
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1. Fixed Duration of Sampling Time

Lorenz Attractor Reconstruction (dmean=30, wmean=10)
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1. Fixed Duration of Sampling Time

Lorenz Attractor Reconstruction (dmean=30, wmean=20)
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1. Fixed Duration of Sampling Time

Lorenz Attractor Reconstruction (dmean=30, wmean=30)
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1. Fixed Duration of Sampling Time

Lorenz Attractor Reconstruction (dmean=30, wmean=40)
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1. Fixed Duration of Sampling Time

Lorenz Attractor Reconstruction (dmean=30, wmean=50)

x[t-2tau]

x[t-tau)

d-mean =30, w-mean = 50



1. Fixed Duration of Sampling Time

Correlation Dimension vs Gap Width (Lorenz Attractor)
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Mean Gap Width
Without Gaps With Gaps (dmean=20) +5% error
With Gaps (dmean=50) With Gaps (dmean=10) -5% error

With Gaps (dmean=45) With Gaps (dmean=5)

With Gaps (dmean=40) +10% error

With gaps, correlation dimension tends to be overestimated. This is because as gaps
increase, attractors get fuzzier, and some points sit inside unexpected counting spheres.



1. Fixed Duration of Sampling Time

Correlation Dimension vs Gap Width (Rossler)
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Mean Gap Width
With Gaps (dmean=50) With Gaps (dmean=20) With Gaps (dmean=5)

With Gaps (dmean=30) With Gaps (dmean=10)

With gaps, correlation dimension tends to be overestimated. This is because as gaps
increase, attractors get fuzzier, and some points sit inside unexpected counting spheres.



1. Fixed Duration of Sampling Time

///

According to the data, the value of correlatlon dimension

saturates at some certain amount .f??"f'-’gaps Thisis

because, even though the att/a/ctors get fUZZ|er the

occurs'\l\i]ﬁéf?f(é"b'but more than 40% ofthe original data

points is-lost due to gaps.



2. Fixed Number of Data Points (100,000)

Lorenz Attractor Reconstruction (Without Gaps)
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2. Fixed Number of Data Points (100,000)

Lorenz Attractor Reconstruction (dmean=5, wmean=10)
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2. Fixed Number of Data Points (100,000)

Lorenz Attractor Reconstruction (dmean=5, wmean=20)
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2. Fixed Number of Data Points (100,000)

Lorenz Attractor Reconstruction (dmean=5, wmean=30)
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2. Fixed Number of Data Points (100,000)

Lorenz Attractor Reconstruction (dmean=5, wmean=40)
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2. Fixed Number of Data Points (100,000)

Lorenz Attractor Reconstruction (dmean=5, wmean=50)
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1. Fixed Duration of Sampling Time

Lorenz Attractor Reconstruction (dmean=30, wmean=50)
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2. Fixed Number of Data Points (100,000)

Lorenz Attractor Reconstruction (dmean=5, wmean=50)
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d-mean = 5, w-mean =50



2. Fixed Number of Data Points (100,000)

Correlation Dimension vs Gap Width (Lorenz Attractor with 100,000 data points)
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In this case, again; correlation dimension tends to be overestimated for the same reason as
case 1. However, in this case, there is no saturation of correlation dimension observed
because attractors get fuzzier with constant number of points (almost covered fixed points).



2. Fixed Number of Data Points (100,000)

Correlation Dimension vs Gap Width (Rossler Attractor with 100,000 data points)
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In this case, again; correlation dimension tends to be overestimated for the same reason as
case 1. However, in this case, there is no saturation of correlation dimension observed
because attractors get fuzzier with constant number of points (almost covered fixed points).



2. Fixed Number of Data Points (100,000)
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The fact that there is neesa;‘-r'a'tlon observed




Summary
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> For the delay time embedding, exp(- 5t/21') criteria can be
used as a way of determining the vagl_{f‘{”e' of 7.

> With gaps, the value of corre }I{n d|men5|on tends to be
overestlmated __ > S

of c;in’?lgtion dimension was observed, indicating that infinite

number of data points does not help. Instead, it makes worse.



What's Next

//

Studylng more systems to get more general results.

' g gaps in various ways to determine which

method of interpolation is the best or worst.
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